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Abstract: In this paper a generalised double sampling estimator representing a class of
estimators using information on an auxiliary variable is proposed for the estimation of
ratio (product) of population parameters. The bias and mean square error are found, and
the properties of the generalised estimator are studied. Classes of estimators depending on
optimum values in the sense of minimum mean square error are also investigated.

Keywords: Double sampling, auxiliary variable, bias, mean square error.
1. INTRODUCTION

Let a first phase large simple random sample of size »n' be drawn from a population
of size N and only the auxiliary variable x, be observed on this first phase sample,

and further, let both the study variables (y,x;) and the auxiliary variable x,
observed on the second phase simple random sample of size n from the first phase
sample of size »'. For the population values {(Yi,Xli,le.);i=1,2,...,N} on
(v,x,,x,), let the population means, population variances and population
coefficient of variation of (y,x,x,) be (¥,X,X,), (S;,S;,S.) and (C,,C,,C,)
respectively. The population ratio ( R ) of the population means ¥ and X . » and their
product (P ) are R=Y/X, and P=Y.X, respectively. Further let p,, p,, and

p,, be the correlation coefficient between (y,x,), (y,x,) and (x,,x,) respectively.

C C
Further C = p,, C—O—p12 —+ . A, =t and A, = Hoz Also, for first phase

2 G, 002 X U
sample values (x,;;i=1,2,...,n") onx,, the sample mean and sample variance are

given by X, and sf respectively. For second phase sample values

X
{(yl.,xu,le.);i =1, 2,...,n} on (y,x;,x,) the sample means and sample variances are

given by (¥,%,,%,) and (sf,,sf_z,sf_:) respectively.

Using auxiliary information onx,, the double sampling estimators of Singh (1965)
for the ratio R =Y /X, and the product P =Y.X, are

VX X VX )
Riy==Z2=RZ Ro=22=R2
XX X X X X
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g)ld:y.fl%:i)% ﬁ’z;i:?.)_cl?:g’?
X, X, X, X,
where R =% and P = y.x, respectively.
'xl

For estimating R , the proposed generalised double sampling estimator is
Ry = g(R%,.%,.57 .5.) = g(1) (1.1)

and g(7) satisfies the validity conditions of Taylor’s series expansion is a bounded

function of ¢ = (%,Ez,)?z' , si sf) such that at the point7 = (R, X ,, Yz,Si ,Si )
g(t=T)=R (1.2)

8 =1, 8=-8,, 8=-84> 8 =0,

8ot = 802> 803 = "84 (1.3)
9
where first order partial derivatives are g, =28 . & =E)Tg . & =a_§ ,
Rl, ox, | ox, |,
) - : .
g5 Z_Bé; and g, == 52 of g) Wrt R, %, %, s and s respectively at the
SXZ T S)C: T
. . I d’g d’g
point r = T and the second partial derivatives are g,, = — > 8u = —
ok ORIx
T 207
azg zg 2g B
8n = —| , 83 =——— and g, =——— ofg(.)wrti{g, ??,x ,
Cookaw " okast| T okas?| (k%)

(??, )_cé), (??, sf,z) and (;?, sz) respectively at the point r = T .

Some particular members belonging to the generalised double sampling estimator

— s2 —_ s'2 ‘ ‘
R areRi =R R, =R SR :%+kl()?2—f2)+k2(s§2 —s7),and

2

x2 S,xz x2 s,xz
— V(2 ky -\ g2
X, X, X
%4 =%(¥J [ ,é] and %5 :(1—k1)%+k1%(72,]{,—2] where k, and k, are
‘x2 sz x2 sxz

characterizing scalars to be chosen suitably, as the validity conditions (1.2) and
(1.3) are satisfied. Also, some more double sampling estimators can be seen in the
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literature which satisfy the validity conditions (1.2) and (1.3) [see Cochran (1977),
Sukhatme et. al. (1984) and Murthy (1967) for further details].

2. BIAS AND MEAN SQUARE ERROR

1 & = = o = _ =
Let u :NZ(K_Y)r(Xli_XI)D(XZi_XZ)I for r,s,1=0,1,2,3,4:y=Y(l+¢,)

sl
i=1

L5 =X(I+e). 5, =X,(I+e). 5, =X,(1+6,), 5. =S, +e,. 5. =5, +e; 50
that on ignoring fpc (finite population correction),
E(¢,)=E(e)=E(e,)=E(e,)=E(e,) = E(e,) =0, E(e] ) = 220,

B(ef) = B(ed) =22 (o) =l o) =2
)=o) i HalBuZl) gy telB)
E(epe,) = n‘;_ ., E(epe,) = ‘_‘ml_z , E(ee) = n,‘% ., E(epe,) =t
E(eye) = 5? . E(ee,) = ngzn}%z , E(ee;)= f}‘_(olﬂiz . E(eie;) = 2‘;{ :
E(qe))= nﬂ;? L E(eye;) = % , E(eé)) = n“i , E(ele,) = nﬂ;?
E(e'ze;)=rff‘;°_(32 @.1)

where S, = iy, / Uy, is the coefficient of kurtosis ofx,, Vix, =P, and

1 1 . . .
T'= [— ——'j . Further, it is assumed that the sample size is large enough to ignore
n o n

terms of e, ’s greater than two, to justify first order of approximation [see Murthy
(1967)]. Now expanding R, = g(¢) about the point T = (R, )?2,}?2,5;,532) in third

order Taylor’s series, we have
%g =g(T)+(k—R)g0 +(fz _Xz)gl +()_sz _}zz)gz +(si —S‘i)g}

+1/2!{(%_R)2 8oo +()_Cz _Xz)z 81 +()_‘2 _Xz)z 8xn +(sv\2—: _szz )2 833
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+(s'2—52 )ngJr(sf—Sz)g4+2(§€—R)(EZ—X )gm+2(§€—R)( )
#2(R=R) (52, =52 ) 8 +2(R=R) (5 =52 )g04+2( -X)(%-X) g0
"'2(32_}?2)(552 S )g13+2(x2 )( )g14

+2(fz‘—)?2)(sfz—sz)g23+2(x2—)?2)( S )g24+2(s —S )(sZ—sz)gM}

; (2.2)
0 .~ =10 [ =0 9 ‘ d
+1/3!{(k_R)gﬁg+(xz_X2)axz+(x2_ )axz (S _S )asj2 +(SX§_SX22)BSZ} 8(t.)
where 7, = (R- s Xpes Xpes 5. S )such that R- R+0(?€ R)
5. =X,+6(35,-X,). % =X,+6(%, - X,). si.=8:+6(s) -S2).

sxz* :szz +9(52 _Si) where0 < 6 < 1;

Taking expectation on both sides of (2.2) and, using regularity conditions (1.2) and
results given in (2.1) upto the first degree of approximation, we have

E(R.)—- R = Bias(R,)

R4 H H A Hy
=;( )?0125 a 17.1}1_;1 J+ 2{ st TRy ’:02 (8 +8n)+—2 (ﬂZx )gn

:u002 lu101 lu01 1 lul 02 lu012
+ 6, —1 +27'RX, | 2 _ +27'R| ——-—==
n' ( o )g““ [Y.Xz X,.X, }801 [ Y X jg“

2

X U X p
+2_2( )_;03]g13+27[ X003j(g14 +gzz+gz4)+ ,Uooz(ﬂzx - )824} (2.3)

Square both sides of (2.2) and taking expectation, upto the first degree of
approximation, we have

MSE(R,)= E(R; — R)

:E{R2 (eo—el)2 +)?22 (62 —e;)z gl2 +(e3 —6‘3)2 g32 —i—2R)?2 (eo —el)(ez —e'z)g1

+2R(eo—el)(e3 —e;)g3 +2)?(ez —e'z)(e3 —e;)glg3}
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1 2 /ll /ll /ll 1) y2 /ll 2 2 2
ettt ool K et (8, )

+2)?2—'u_003 glgz—i-ZR)?2 —Lulﬂ ——_’uml g +2R —'ui)z ——’uﬁlz g5
X, ; Y.x, X.X, Y X,

_ R
X;C; (&2 +ZX—C81J+/‘§02 (B -1) g3

2

=MSER)+7'
2Rty (/702 - /112)83 + 253885

3. OPTIMUM AND ESTIMATED OPTIMUM VALUES

Partially differentiating (2.4) w r t 8§ and &, the optimum values of 8 and &

MSE(R;)

minimizing the are

R{;uoos (/?'oz - /212 ) - chzzc:uooz (ﬁsz - 1)}
(ﬁz)@ _ﬁu—z _1)/1302

= RB,(say) and

glopt =

R{X,C2Cu,, — C1s? -
_ { 2G5 C s ;uooz(ﬂoz /112)}:R32(my) 3.1

(ﬁzx2 - ﬁlxz - 1) augoz

g3opl

The minimum value of mean square error MSE (E( ¢ ) 1s given by

R’ {(/102 - 4,)= C.CYx, }2
(,Bzxz _:Bu: _1)

MSE(R,),. = MSE(R)—7'| R*C}C* + (3.2)

min

The optimum value of the parameters g, and g,, may not be known in practice

hence the alternative is to replace the parameters involved therein by their unbiased
or consistent estimators which result in the following estimators

%{%003 (202 - ;112 ) - X, @'Z @‘,@z(m (%ZXZ — l)}
(%2% - %ug - l)lu‘lfm

g’mpt = = k%l(say)

R )_62@25 003_& ;)2 Ao — Az
= { El ;l ( )}=%%z(say) (3.3)

§3"p’ (%nz _%uz _1)%?)02

ISBN - 978-93-81583-56-2 705



Mathematical Sciences International Research Journal, Vol 1 No. 2 ISSN : 2278-8697

~ m ~ m 2 m,
- - Mo _ Mo 2 Moy
%003 = Mgy 5 &002 =My, A =— s A =— > &2 =7 >
Yy, XMy X
€= 1 My, My, ﬁ m004 % mooz
T2 2x, Ix, = 3 >
XZE' LY X mooz 002

{1 (B = 20)~5,€ 3 (B, 1)

| = and

(B, = B1, 1) s

R~ Clrn (1 - 20
(BB 1)t

The generalized double sampling estimator ;?g attains the minimum mean square
error in (3.2) if the conditions from (1.2), (3.1) and (3.2) are satisfied for the

estimator?? . This means that the functions R, = g(ﬁ( xz,xz,s 8] ) as an
estimator of R should not involve only g(@( xz,xz,s 8 ) but also g, and g,,,
for the conditions (3.1) and (3.2) to be satisfied. Thus, we get the resulting estimator
as a function g(R,X,,%,,s>,5 .4, o+ &) Satisfying the conditions (1.2) along

with the conditions mentioned in (3.3) to attain the minimum mean square error in
(3.2). Replacing the unknown parameters 8o and g3 1N

— — 2 9 . .
g(%,xz,xz,sl,z,s)(z, o> 8uop)» We get the estimator as a function

R, = g(%,fp%,sz ,s',z,élgm_,@}gp,)or equivalently the estimator as the function
g (k xz,xz, .S @1,%2) =g *(t*) depending upon the estimated optimum
values. Now expandmg g *(t*) about the point 7%= (R, XZ,XZ,SXZz ,S?,B,,B,) in
the Taylor’s series, we have “

g (%)= g * () +(R=R) gy +(%, - X, ) g/ +(% - X, ) g5 +(s2. =52 ) &

+(s2-82)ei+(Bi—B)gs +(B: - B, ) g, + - (3.4)

g* (=R =1

where and 80
;

g*(t*)—R=(%—R)+()_CZ—)?z)gl*+()7£ _)?z)g; +(si _sz)g3
+(s2-82)s; +(%1 —Bl)g;‘ +(%2 —Bz)gz .. (3.5)
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Squaring both the sides of (3.5) and taking expectation, we see that the MSE of
g *(r*), to the first degree of approximation, attains minimum value of MSE of

R, given by (32) ifg. =g, =0. Thus the estimator taken as function

Ree = g*(t¥)=g* (;{,752 J Xy, sf,2 , s)(2 ,Bi1,B>)depending upon the estimated values

attains MSE(R, ), if

g (), =R, g| =1, ¢/ ==2| .. & =gl

800 |7+ =0, gy e = 802l 803l = T 8oalp o

gl =G> &3], = Zaom> 85 =0, g5 =0 (3.6)

Satisfying the conditions in (3.6), some particular estimators depending on the

and attaining the minimum mean square error

estimated optimum values @W , gzgp,

in (3.7), are given in the following section.
4. CONCLUDING REMARKS

(a) The optimum values g, and g,  of g and g, respectively minimize the

mean square error of R, = g(R.X,.X,, s> s.) and the resulting mean square error

5 ?

is given by

R’ {(/102 - A,)= C.CYx, }2

= MSE(R)—7'| R*CC* +
(IBZXZ _ﬂl)&_, _1)

MSE(R,)

4.1

Further the mean square error of kgd = g(;‘{g,)_cz,)_cz') satisfying the regularity
conditions is given by

MSE(R),,. = MSE(R)—7'R*C2C? 4.2)
From (4.1) and (4.2), we have

R {(/102 ~A,) - G,CYx, }2
(,Bzxz _:Buz _1)

-7

MSE(R),;, = MSE(Rqa) (4.3)

min
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Showing that the class of estimators represented by ;?g contains more efficient

estimators than those in the class represented by ;?gd in the sense of having lesser
mean square error.

(b) From the class of estimators represented by R ¢ , considering the estimators

— 2 Ve
0 U sX o
Ry =R+k (T, -%)+k (57 —52)and Ry =k£¥j [ ZJ , we find that g, =k,
i x2 sx:
R R .
and g, =k, for Rs , and g =k1)?— and g, =sz—2 for Ry . By equating these
2 X

values of g, and g, for Riand Ry to 8 and g, in (3.1), we observe that the
. . X,
estimator R for k =g, andk, =g, ; and the estimator R for k = Iy

2
and k, = g,  —=, attain the minimum mean square error of ;?gd given in (3.2) or
2 3opt R

4.1).
. X,
(c) The optimum values ofk =g, , k, =g, for R andk, = Sim
SZ
k, :% 83 Tor R are rarely known in practice, hence replacing unknown

parameters involved therein by their unbiased or consistent estimators, we get the

for Ry and ki =§10p,x—£=52%1,

~

estimated optimum values k| = ;;10 oo k2= §30p,

2
s —
ko == % 3opt Si B> for R4 so that the estimators depending upon the estimated

optimum values corresponding to R; and Ry become

— Nk 2 ke
~ . ~ , . . K
Rie=R+ki(X, -T) +k2(s% —52) and R = R[%j [TJ which satisfy all
S

x2 X,

the regularity conditions in (3.6) for the generalised estimator R ¢ depending upon
estimated optimum values, attain the minimum mean square error in (3.2) or (4.1).

(d) Similar results may be derived for the estimators developed for estimating the

product P on the same lines of E{g and %ge.

(e) Single sampling results may be easily found by replacing »' by N.
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5. EMPIRICAL STUDY

An empirical study was carried out on the population given in Sukhatme and
Sukhatme (1997, pg 185). It consists of 34 villages in Lucknow subdivision (India)
and for calculation purpose it has been assumed that »' = 15 and n = 4. The
characteristics being

Y : Area under wheat 1937
X, : Total cultivated area in 1931

X, : Area under wheat 1936

where the following values were obtained

Y =1955294 X, =7653530 X,=2184118

$;=22772.68 S? =222931.4 S? =28123.22

0o, = 09000253 p, =0.8312208 p,, =0.8307546

The minimum mean square error and the percent gain in efficiency w.r.t. R of E(gd

and ;?g are given in table 1.

Table 1: Minimum Mean Square Error and Percent Gain in Efficiency

Estimator R Re R.
MSE(.) i 0.00755 0.00735 0.00731
Gain(R,.) 0 2.62778 3.202742

The table 1 exhibit that there is considerable gain in efficiency while using the
proposed class of estimators and therefore the proposed class of estimators can be
preferred.
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