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A STUDY OF FS-FUNCTIONS AND PROPERTIES OF IMAGES OF FS-SUBSETS UNDER
VARIOUS FS-FUNCTIONS

VADDIPARTHI YOGESWARA, BISWAJIT RATH, S.V.G.REDDY

Abstract: Vaddiparthi Yogesara, G.Srinivas and Biswajit Rath introduced the concept of Fs-set ,Fs-subset,
complement an of Fs-subset and proved important results like De Morgan laws for Fs-sets which are called Fs-
De Morgan laws. In this paper we introduce the concept of Fs-Function between Fs-sets and separate the
collection of all Fs-functions into three categories , increasing Fs-Functions, decreasing Fs- Functions and
preserving Fs-Functions. For any Fs-subset of a given Fs-set, we define image of Fs-subset under (1) Increasing
Fs-Function, (2) Decreasing Fs-Function and (3) Preserving Fs-Function. Also we establish some properties of
images of Fs- subsets under various Fs-Functions mentioned above.
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Introduction: Murthy[1] introduced F-set in order to
prove Axiom of choice for fuzzy sets which is not true
for L-fuzzy sets introduced by Goguen[z2]. In the
paper[3], Tridiv discussed fuzzy compl-ement of an
extended fuzzy subset and proved De Morgan laws
etc. The extended Fuzzy sets Tridiv considered
contains the membership value  pu;(x) — u,(x).
—U,(x), a term in this expression will not be in the
interval [o0,1]. In the paper[4], Vaddiparthi Yogeswara
, G.Srinivas and Biswajit Rath introduced the concept
of Fs-set and developed the theory of Fs-sets in order
to prove collection of all Fs-subsets of given Fs-set is a
complete Boolean algebra under Fs-unions, Fs-
intersections and Fs-complements. The Fs-sets they
introduced contain Boolean valued membership
functions .All most they are successful in their efforts
in proving that result with some conditions. In this
paper we introduce the concept of Fs-Function
between given Fs-sets and define various kinds of Fs-
Functions which are increasing Fs-Function,
decreasing Fs- Functions and preserving Fs-
Functions. Also we introduce the concepts of images
of Fs-subsets of given Fs-set under Fs-Functions of
various kinds and prove some properties. For
convenience of readers before beginning of the paper
we mention  various definitions and results in
paper[4]. We denote the largest element of a
complete  Boolean algebra  Lp[11]  byMythe
complement of b in L, by b€. For any crisp subset B,
the usual set complement of B, is denoted by B and
B¢ U A is denoted by C,B .Complete Boolean algebras
in this paper are generally represented by suitable
diagrams. We denote Fs-union and crisp set union by
same symbol U and similary Fs-intersection and crisp
set intersection by the same symbol N.For all lattice
theoretic properties and Boolean algebraic properties
we refer Szasz [7], Garret Birkhoff[8],Steven Givant *
Paul Halmos[8] and Thomas Jech([9]
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I.Theory of Fs-sets

1.1 Fs-set: Let U be a universal set, A; € Uand let
AcU be non-empty. A four tuple A =
(A; A A (g, ’,uzA),LA) is said be an Fs-set if, and

only if
(1) AC A,
(2) L, is a complete Boolean Algebra
(3) Paa,:Ar — Ly, pfiogi A — Ly are functions

such that u; 4, |4 > py4
(4) A:A— L, is defined by

Ax = 14, x N\ (uyux )¢ for each x € A
1.2 Fs-subset
Let A=(A;, A4, A(uy 4, 24), La) and
B=(B,, B, B(15, l125), L) be a pair of Fs-sets. B is
said to be an Fs-subset of A, denoted by BEA, if, and
only if

(1) B, <A, ASB
(2) Lg is a complete subalgebra of L,
or Lg=<L,
€)) Pap, < faa,|By, and pipp|A = ppy
1.3 Proposition: Let B and A be a pair of Fs-sets
such that BE A . Then Bx < Ax is true for each x €A
1.4 Definition: For some Ly, such that Ly < L, a four
tuple X = (X, X, X(1yx,, 125 ), Ly ) is not an Fs-set if,
and only if
(@X ¢ X, or
(b) i, x & pipx, forsomex € X N X,
Here onwards, any object of this type is called an Fs-
empty set of first kind and we accept that it is an Fs-
subset of B for any B S A.
Definition: An Fs-subset Y=(Y,,Y, ¥ (i, ttay ), Ly) of
A, is said to be an Fs-empty set of second kind if, and

only if

@)  h=v=4
(b") Ly <L,
(c) Y=0

1.4.1 Remark: we denote Fs-empty set of first kind or
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Fs-empty set of second kind by @ 4and we prove later
(115), @4 is the least Fs-subset among all Fs-subsets
of A.

LetB; = (311'31'31 (ﬂwn'ﬂwl)'LBl) and B, =
(B2, By, B, (up,, Hap, ), Ly, ) be a pair of Fs-sets. We
say that B;and B, are equal, denoted by B, = B, if,
only if

(1) By = By, By =B,

(2) Lp, =Lg,

(3) () (ﬂwn = Up, and Hop, = Uop, ) ,or (b) §1 =
B,

1.5.1Remark: We can easily observed that 3(a) and
3(b) not equivalent statements.

1.6 Proposition: B, = (B,y,B;, B, (15, 115, ), L)
and B, = (BIZ' B,,B, (.“1312'.“32)'[‘32) are equal if,
onlyifB; € B, and B, € B,

1.7 Definition of Fs-union for a given pair of Fs-
subsets of A:

Let B=(B,, B, B(u15, H25), Ly )and

c=(C,C, C(ulcl,,uzc),LC), be a pair of Fs-subsets
ofA. Then,

the Fs-union of B and C ,denoted by BUC is defined
as

BuC=D=(D,,D,D(Wsp,, #2p ), Lp ) where

(1) D,=B,UC,,D=BNC

(2) Ly = Ly V Le=complete subalgebra
generated by Ly U L,

(3) tip,: Dy — Ly is defined by

Hap, X = (ap, V g, )X

Uyp * D — Ly is defined by

HapX = UapX A lpcX

D:D — Ly is defined by

Dx = pyp, xA(Upx)©

1.8 Proposition: BUCis an Fs-subset of A.

1.9 Definition of Fs-intersection for a given pair
of Fs-subsets of A:

Let B=(B,, B, B(u1p, is5), Lp) and

c=(C,C, (_Z(ulcl,,uzc),LC) be a pair of Fs-subsets ofA
satisfying the following conditions:

(1) BnC,2BUC
(ii) Hip, X A fic, X 2 (fap V Pac)x,for

eachx € A

Then, the Fs-intersection of B and €, denoted by BNC
is defined as

BNC =E=(E,,E, E(pt,, or ), Lig ) where

@) E,=B,nC,, E=BUC

(b) L =Lg ALc=Lg N L¢

(¢) g, Ey — Ly isdefined by sy, x = sy, X A py o, x
Uy + E — L is defined by

HopX = (Uap V Uac)X

E: E — Lg is defined by

Ex = pyp, XA (a5 %)° .

1.9.1 Remark: If (i) or (ii) fails we define BNC as
BNC=D , , which is the Fs-empty set of first kind.
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1.10 Proposition: For any pair of Fs-subsets

B=(B1' B,B (M:LBl' MZB)r LB)and

c=(c,,c, E(Mmlfﬂzc)'l‘c) of A, the following results

are true

(1) B<BUC and CSBUC

(2) BNCCB and BNC<C provided BNC exists

(3) B<C implies BUC=C

(4) BNC=B when B+ @, and BEC and @ 4 NC=D 4

(5) BUC= C U B (commutative law of Fs-union)

(6) BNC= C n B provided BNC exists.
(commutative law of Fs-intersection)

(7) BUB=B

(8) BNB=B ((7)and (8) are Idempotent laws of Fs-
union and Fs-intersection respectively)

1.11 Proposition: For any Fs-subsets B, Cand D of

A = (A:L,A'A (M1A1 ‘MZA)!LA)y

the following associative laws are true:

(I BU(CUD)=(BUC)UD

(I1) BN (€ ND)=(BnNC)ND,whenever Fs-

intersections exist.

1.12 Arbitrary Fs-unions and arbitrary Fs-

intersections:

Given a family (B;);¢; of Fs-subsets of

A=(A1,4, A(p14,, t24), Ls), where

B; = (B, B, Bi(tt15,  tiap, ), L, ) forany i € T

1.13 Definition of Fs-union is as follows

Case (1): For I=®,define Fs-union of (B;);¢;,denoted

by U;¢; B; asU;¢; B; = ®4, which is the Fs-empty set

Case (2): Define for I#®, Fs-union of (B;);c; denoted

by U;¢; B; as follow

U B;=B= (B:L! B, E(MlBl,MZB)! LB)!
i€l

where
(@) B; = Uyer By B = Ny B
(b) Ly = Vie; Ly, = complete subalgebra generated by

ULi(L; = LBi)
(c) typ,: B; — Ly is defined by
Hip X = (Vier .“1311-)35 = Vier, Mg, X0 where
I, ={iel|xe B}
Hap: B — Ly is defined by pi,5x = (AiEI MZBi)x
:_AL'EI Hap;X B
B:B — Lg is defined by Bx = pi; 5 xA(tizp x)°
1.13.1Remark: We can easily show that (d) B, 2 B
and pyp |B = pyp.
1.14 Definition of Fs-intersection:
Case (1): For I=®, we define Fs-intersection of (B;);¢; ,
denoted by N;¢; B;as Nyg; By = A
Case (2): Suppose
Nier B1i 2 Uy Byand Ay ﬂ131i|(UiEI B;) = Verllzs,
Then, we define Fs-intersection of (B;);¢, , denoted
by N;¢; B; as follows

ﬂBi =C= (Cl,C, E(ﬂ161:MZC)'LC)

i€l

@) €y = Nyer B1;, € = Uy By
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(b) Le = Nigs LBi

() Mic,: C; — Lc is defined by pi; ¢, x =

(/\ie1 ﬂwli)x = Niertup; X

Htac:C — L¢is defined by  pycx = (Viel MZBi)x =
Vier, Bag; X,

where,l, = {i €| x € B;}

C:C — L is defined by Cx = pi;¢ XAty X)°
Case (3): Nig; By; 2 Uier Bior Ay MlBlil(UiEI B)

Vie1 Uz,
We define

ﬂ B, =D,
ier

1.14.1Lemma: For any Fs-subset

B=(B1’ B,B (.“131' .“213)' LA) and

BS B; = (Bli'Bi'Ei(ﬂlBli'MZBi)'LBi)

1.15 Proposition: (£L(A), N) is A-complete lattics.
1.15.1 Corollary: For any Fs-subset B ofA, the
following results are true

(1) b, UB=8B

(i) DyaNB=Dy,.

1.16 Proposition:(L(A), U) is V-complete lattics.
1.16.1 Corollary: (L(A), U, N) is a complete lattice
withVandA

1.17 Proposition: Let B=(B,, B, B(uy5,,125), Ly ),
C’=(C1' C, E(ﬂml’ﬂzc)' LC)and

D=(D,,D,D(u1p,, Hap ), Lp).Then BU (€ N D)=(B U
€) N (BU D) provided € N D exists.

1.18 Proposition: Let B=(B,, B, B(1,5,, ti25), Lg),
C’=(C1' C, E(ﬂml’ﬂzc)' LC)and

D=(D,,D,D(u1p,, Hap ), Lp).Then BN (€ UD)=(B N
C) U (BN D) provided in R.H.S

(Bne€)and (BND) exist.

1.19 Definition of Fs-complement of an Fs-subset:

Consider a particular Fs-set
A = (A A A (U4, H24),L4), A # Dwhere
(i) AcCA,
(i) Ly=[0,M;], My=VA=Vse4A
(_iii) Uia, = My, oy =0,
Ax =y, x NQigux )* = My, , for eachx € A
Given B=(B,, B, B(u15, 25), L ). We define Fs-
complement of B,denoted by B““ for B=A and
Lg = L, as follows:
BC4 = D=(D,,D,D(uyp,, ap), Lp ), where
@)D, =C,B,=BfUAD=B=A4
(b) Lp =1Ly,
(c)typ,: Dy — Ly, is defined by pi;p x = M,
Usp: A — Ly, is defined by
HapX = Bx = .”13135/\(#23_35)6
D:A — L, ,is defined byDx = p;p, xA(uppx)¢ = My A
(Bx)¢ = (Bx)°®.
1.20 Proposition: A = @ 4
1.21 Definition: Define (¢ ;) = A
1.22 Proposition: For B=(By, B, B(u,, i), Lg),

IMRF Journals

C= (Cl,C, C(ulcl,,uzc),LC), which are non Fs-empty
setsandB=C=A,L; =L, =1,

(1) BN BC4=,

(2) BU BSA=A

(3) (B*)4 =B

(4) B<C if and only if C¢4 € B4

1.23 Proposition: Fs-De-Morgan’s laws for a given
pair of Fs-subsets:

For any pair of Fs-sets B:(Bl, B, E(,uwl‘,uw), LB) and
¢=(Cy,C,Cpyc,, o) L), with B = € = A and

Ly = L = Ly, we will have

(i) (BU ©)%4 = B4 N €4 if (Bx)¢ A (Cx)¢ <
[(,ulle)c V fipex| A [(,ulclx)c V li,px|, foreachx € A
(ii) (B n ©)t4 = B4 U €4, ,whenever B N C exists.
1.24 Fs-De Morgan laws for any given arbitrary
family of Fs-sets:

Proposition: Given a family of Fs-subsets (B;);¢; of
A = (A1 A A (a4, f24), L), where Li=[0,M,].

Uia, = My ping =0,Ax =M,
(I (Uie; B = Ny, B™, for 1+D, whereB; =
(Bu'Bi'Ei (ﬂwﬂ»ﬂzm)' LBi) and

(1) B; = A, Lg, = L, provided A;e;(B;x)° <

Aijer [(MlBlix)c \4 MZB]-x]
i#j

() (NiaB) #= Ui Bi*, whenever Nig;B;
exist

Theory Of Fs-Functions:

2.1 Fs-Function

A Triplet (fy, f, @) is said to be is an Fs-Function
between two given Fs-

subsets B = (B, B, B(jyp, Ms5), L)

and € = (Cy,C, Cuyc,, Hac ), L) of A, denoted by
(f;, £ ®): B = (By, B, B(sp, Hop), Ls)

—C = (Cl,C,(_:(ulcl,uzc),LC) if, and only if (using
the diagrams) .

fi f
Bl__"cl B——’C
l‘w,l llilcl Hop l L“zc
LB‘—” c LB__’ C
) (0]
(Fig-1)
(1a) file =/
(1b) ®: Ly — L. is complete homomorphius

2.2 Result: (i) pic, lc ® filg = Mac o f
(ii) @ o Ivl1B1|B = Doy
Proof (i): fix = f , foreach x € B
( Hic,lc® fllB)x = W, (fi%) = W, (fx) =
Hac(fx) = (upc o fx

Hence w¢, |ce filg = Maco f -
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Proof (ii): 15, % = piypx
= q’(ﬂwlx) > D(pzpx)
(~ @ is a complete homomorphism)
= (cI) ° M1Bl)x > (Do pyp)x

Hence & o g [5 > @ o g

2.2.1 Remark: ® is a complete homomorphism
between complete Boolean algebras implies ®(0) = 0
and ®(1) = 1 and[®(a)]¢ = ©(a®)

Therefore ®(a) A ®(a‘) = P(ara®)=D(0)=0

O(a)Vv ®(a°) = d(ava®) = d(1)=1

2.3 Def: Increasing Fs-function

(f,, f, @) is said to be an increasing Fs- function, and
denoted by (f, f, @); if ,and only if(using fig-1)
(2a) H1c1|c °filg Zq)°Fl1B1
(2b)  Hpcof S Doy

2.4 Results: @ o (u,px)° = [(P o pyp)x]°¢

Proof: LHS: @ o (%) = @[(Hpp%)] = [@(uapx)]¢ =
[(P o pyp)x]* o

2.5 Result: ® o B < Co f provided (f;, f, @) is an
increasing Fs-function

Proof: @(Bx) = (5, x A (%))

= ¢(u131x) A @[ (uypx)©]

= ¢(u131x) A [D(upx)]©

=(®o H1B1)x A[(@ o pyp)x]© < (lllc1 ° fi)x A
[(uzc o Fx]¢ = ig, (fi%) A _llzc(fx)]c

= i, (Fx) A [ (f2)]C = C (fx)

Hence ®oB<Co f

2.6 Def: Decreasing Fs-function

(f1, f, @) is said to be decreasing Fs-function denoted
as (f;, f, ®)q and if and only if

(3a) Hic,lc® filg S Popyp,

(Bb) Mo f = Doy

2.7Result: @ o B = Co f provided (f, f, ®) is a
decreasing Fs-function

Proof: @(Bx) = (5, x A (%))

= q’(lllle) A @[ (uypx)©]

= ¢(u131x) A [D(upx)]°

= (cI) ° H1B1)x A[(@ o pyp)x]© = (chl ° f1)x A
[(uze o Fx]® = e, (i) A [_Mzc(fx)]c

= i, Fx) A [ (f2)]C = C (fx)

Hence ®oB>Co f

2.8 Def:Preserving Fs- function

(f1, f, @) is said to be preserving Fs-function and
denoted as (f}, f, @), if ,and only if

(42) ll1c1|c °ofilg=®o HiB,
(4b)  mpcof =Doyyp

2.9 Result: @ o B = C o f ,provided (f}, f, @) is Fs-
preserving function

Proof: @(Bx) = (5, x A (%))

= ¢(u131x) A @[ (uypx)©]

= ¢(u131x) A [D(upx)]°

= (CD ° M1B1)x A (@ o pyp)x]©

= (Pl1c1 ° f1)x A [(pgc © fx]°

—_ —
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= W, (ix) A [oc (F2)]C
= Wy, (Fx) A [pac(fx) ¢=C(fx)
Hence ®oB=Co f
2.10 Proposition: The class of all Fs-sets as objects
together with morphism sets Fs-functions under
the partial operation denoted by » is called
composition between Fs-functions whenever it exists
is a category denoted by Fs-SET
Where (fiff' CD) ° (glr g l,IJ) = (gi ° fl!g ° f,l{-’ ° CD)
Proof: Given objects (B, B, E(ulBl,HZB)! Lg) and
(Cl, C, C(H1c1r Hzc)' LC) with an Fs-function
(f;, £, ©): B = (By, B, B(up, Hzp), Ls)
—C= (Clrcr C(Pﬁcl' HZC)! LC)
We can easily show that
(5a) (£ @) o (15,15, 1,) = (fy,f @)
b)) (1c, 1o 1up) @ (B, £,®) = (£, £ )
Where (15, 15,1, ): (B, B, B(kyp, Mos), Lp) —
(B, B, B(p, Hos), L) is identity Fs-function, where
1g,:B; = By, 15:B— Band 1, ;: Ly — Ly are
identity functions
(2) For any given Fs-sets
(B1'BrE(H1B1, HZB)! LB)’(Ciﬁ C, C(H1c1, Hzc); Lc),
(le D' ﬁ(llml, HZD)! LD) and
(E1, E,E(uyg, pox), L) and Fs-functions
(flf f' cDi): (Blf B! E(le, HZB)! LB) -
(le C' C(H1c1, HZC)' LC)
(glf 2 CDZ): (Clr C' C(H1c1, HZC)! LC) -
(D1'D' ﬁ(Hml,HzD)' LD)
(hlf h' CD3): (Dlr D' ﬁ(ulDl, HZD)! LD) -
(Ev E'E(uiEl,HZE)' LE)
We can easily show that
[(hlf h' CI)3) ° (glf g cI)Z)] ° (flﬁ f, ch):(hl! h! CD3) °
[(glf g CDZ) ° (flf f' cDi)]
The class of all Fs-sets together with morphism sets
Hom;
[(Bv B, E(HiBl' HZB)! LB);
(Cv C C(Hicl' Hzc)' LC)] =
{6, £ @)I(Fy, £, )2 (By, B, Biag, og) Ls) —
(€1, C,Cyc, Mac), L)} for any pair of Fs-sets
(ByB,E(le,HzB)'LB) and (Cl'c' C(“—lcl,llzc)' LC)
defines a category when the partial operation
denoted by  is defined as follows
For any pair of Fs-functions (f,, f, ®)and(g,, g, ¥)
(flff' CD) ° (glfg! l,IJ) = (gi ° fl!g ° f,l{-’ ° CD)
Whenever composition functions on the right hand
side above are defined .The category defined above is
called the category of Fs-sets with increasing Fs-
functions and denoted by Fs-SET;
The class of all Fs-sets together with morphism sets
HOmd[(Bi' B, E(lvl1B1, HZB)' LB)'
(Cpc'(_:(lvhcl,lvlzc)'l‘c)] =
{(F1, £, @)I(Fy, £ )g: (By, B, B( s, Hzp), Ls)
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(c.,C, C(chl,uzc)' L¢)} for any pair of Fs-sets

(B1, B, B(ksg, Hzp), Lp) and (Cy, C, Clpc, Hac), L)
defines a category when the partial operation
denoted by © is defined as follows

For any pair of Fs-functions (f;, f, ®) and (g,,g ¥)
(flﬁf’ CD) ° (glﬁg'l{']) = (gl ° flfg ° f,l{-’ ° CD)

Whenever composition functions on the right hand
side above are defined .The category defined above is
called the category of Fs-sets with decreasing Fs-
functions and denoted by Fs-SET4

The class of all Fs-sets together with morphism sets
HomP[(Bl’ B, E(HIBL“ZB)' LB)' (le C, C(chl,uzc)' Lc)]
= {(F1, £ ©)I(F1.f, ®)p: (B1, B, B(iy, bop), L) —
(c.,C, C(chl,llzc)’ L¢)} for any pair of Fs-sets

(BB, B(ius, s), Ly) and (C1, C, Clitsc, oc), Le)
defines a category when the partial operation
denoted by o is defined as follows

For any pair of Fs-functions (f;, f, ®) and (g,, g ¥)
(flﬁf’ CD) ° (gl,g,l{-’) = (gl ° flfg ° f,l{-’ ° CD)

Whenever composition functions on the right hand
side above are defined .The category defined above is
called the category of Fs-sets with preserving Fs-
functions and denoted by Fs-SET,

2.11 Proposition: Composition of two increasing Fs-
function are increasing.

Proof: suppose (fy, f, ®);: (By, B, B(kg, Mop),Ls) —
(C1,C, €1, M), Le) and

(gp g l’I'])i: (Clﬁ C' C(lllcl,llzc)' LC) -

(Dl, D, E(Hml}lzn)’ LD) are two increasing functions
Implies (1) Wyc, lc ° fils = P o g,

(2) ppcof S Do pyg

) bip,Ip e gile = Wopy,

(4) uap o g < Wopye

Need to prove that

(5) Wip,Ip ° 81lcfils = (Wo d) o g,

(6) Hop o gf < (Wo @) o pye

And

Proof (5): (H1D1|D ° gllcfllB)x
= (H1D1|D °(g1lco fllB))x
= ((H1D1|D °ogilc)e fllB)x
= (H1D1|D ° gllc)(flx)
2 (LIJ ° ll1c1)(f1x)
= W (e, (£:0)=[ (s, ° fi 1) ]x
(+ ¥ is a homomorphism)
> W[(Popp,)]x=[Wo (Powg,)|x
= [(Wod)opp, |x
Hence wp, [p o gilcfilg = (Wo @) oy,
Proof (6): [pzp o (g H]x
= [(uzp ° 8) ° flx = (pzp ° 8)(Fx)
< (Yo pyo)(fx)
= W(yc(fx)) = W[y © Hx]
SW[(@opyp)x] =[Wo(Popp)lx =[(Wod)o
Hoplx

IMREF Journals

Hence i, 0 gf < (Vo @) o pyc

Hence (f,f,®);°(g,,g¥)i =[g,of,gef,¥od]

2.12 Proposition: Composition of two decreasing Fs-
function are decreasing.

Proof: suppose (fy, f, ®)4: (B, B, B(kyp, Mos), Lp) —
(Clr C' C(H1c1, HZC)! LC) and
(€18 Wa: (C1'CrC(H1c1,Hzc)'Lc) —
(Dy,D,D(pyp, Mop ), Lp) are two decreasing
functions

Implies (a) Hic,lcofilp S Popyp,

(b) ppc o f = Doy

(c) H1D1|D °ogl.<Wo Mic,

(d) pop o g =Wo e

Need to prove that

(@)tip,Ip° (@1lcofilg) S (Wo @) opp,

(f) mep © (gof) = (Wo @) oy

And

fi f
—C, B—*C
;115,1 lthc, o i l“zc
Lg >Le Lg > Le
() D

81

Cr—*b,
H1C; y—pyH1D; “1C1l lllm,
L >L
LC i LD C D
B‘—&cﬁ'—bD‘ B—_&’D
HiB, jlllp‘ UoB Hap
Lc 9292 "Lp c go D
Fig-2

Proof (e): (H1D1 Ip © gllcfllB)x
= (H1D1|D ° (84lco filB))x
= ((H1D1|D °gql)e fllB)x
= (H1D1|D ° gllc) (fix) < (qJ ° H1c1)(f1x)
= (s, (6:0))=%[ (e, 1))
(+ ¥ is a homomorphism)
= Ly[(q) ° ulBl)]x = [Lp ° (CD ° ulBl)]x
= [(Wod) opyp, |x
Hence pyp, [p o gilcfilg < (Weo @) opyg,
Proof (£): [u,p © (g o D]x
= [(nzp 2 8) o flx
= (zp ° 8)(fx) = (W o py) (fx)
= W(uzc(fx)) = W[(pyc ° Hx]
> W[(D@ o pyp)x] = [Wo (@ o pyp)]x
=[(Wo ®)opyplx
Hence jzp 0 (g2 ) 2 (W0 ®) o ¢
Hence (fiff' q))d ° (81;8; qj)d = [gl ° fl!g ° f,l-IJ ° q)]d
2.13 Proposition: Composition of two preserving Fs-
function are preserving.
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Proof: suppose (fl,_f, ®),: (B, B, B(y5, to8) Lp) —
(€1, C.Clusc, Mac) L) and
&u8 l.IJ)p: (le C, C(chl,uzc)' LC) -

(D;,D,D(pyp, Map ), Lp) are two decreasing

functions

Implies (a) Hic,lcofils = P o g,

(b) pocof=Popyg

And  (c) H1D1|D °oglc=Wo Hic,

(d) pop o g =" opyc

Need to prove that

(e) H1D1|D °(gilcofilg) =(Wed)o HiB,

(f) map o (gof) = (Wo @) oy

Proof (e): (ip, Ip © (g11c © fils))x

= ((H1D1|D °gilc)e fllB)x

= (H1D1|D ° g1|c)(f1x) = (Lp ° H1c1)(f1x)

= ¥ (e, (6:0)=%[(ic, ° fils)]x
is a homomorphism)

W[y = [V (@0 5, )]s

= [Wod)opp, |x

Hence

Wip,Ip° (g1lcofilp) = (o @) o pyp,

Proof (f): [p,p ° (g = D]x

= [(Hzp °g) o flx

= (kzp © g)(fx) = (W o ) (fx)

= Lp(llzc(fx)) = W[(pyc ° Hx]

=W[(@o pyp)x] = [Po (Popyp)lx =[(Wed)o
Hoplx

Hence pp o (gof) = (Wo @) oy

Hence (fl,f, CI))p ° (glﬁg' l.IJ)p = [gl ° flﬁg ° f’l{J ° q)]p

2.13.1 Remark: (f;, f, @) is preserving if, and only if
(f,, f, @) simultaneously both increasing
and decreasing

2.14 Def: Fs-image of an Fs-subset under
increasing Fs-function:

(W

Let
(f,,f,®);: (By, B, B(pyp, M), Lg) —
(Cpc'(_:(lllcl,llzc)'Lc)

Let
D = (D;,D,D(pp, Mop),Lp) EB =
(BlﬁB'E(ulBl,uzB)'LB) then

(@) D,c€B,, BcD

(b) Lp=Lg

(c) (Hml < H1B1|D1» and p,p|B = ) or

Dx < Bx for each x€B
Define(fy, f, ®);(D) = & = (Ey, E, (g, top)Lg),

where
(d) E, =f,(D;) ,E = f(D)
(e) Lg = @Lp
(f) Mg, E; — Lg is defined by g,y =
Vy:flx q)ulDlx
x€Dq
Hyg: E — Lg is defined by p,py = Ay=x Pzpx

x€D
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E:E — Lg is defined by
Ey = (g, y) A (hopy)*

c
= (Vy=f1x q>u1D1x> A (Ay=fx CDHZDx)

x€Dq xeD

2.15 Result:(fy, f, @);(D) is an Fs-subset of
€=(C1,C,Cpac, Mac) L)

Proof: Let (fy, f, ®);(D) = € = (Ey, E,E(ig,, Myx)Li)

(1) E,=f,(D,)SCE=fD)=2C

(2) LE = CDLD < LC

We have to prove that pyp, < py¢, and ppg = iy
y=fix= (CD o H1D1)x < (CD ° ulBl)x

< (H1c1 ° fl)x = Wy

- Vy:flx Cl)ulDlx < | LS UoPD RTITIITIIPPIPRIPPI (I)
x€Dq
y=fx = (Popyp)x = (Do pyp)x = (pyeo HDx =
Hacy
c
= Ay=tx Plopx = ppcy = (Ay:fxfbuznx) < (pey )
x€D xeD
............... (11)

(Dand(II) implies

c
(Vy=f1x q>u1D1x> A (Ay=fx q)HZDx)

x€Dq fED _

< tae, ¥ A (Hpey ) = By < Cy

2.16 Result: [(lhcl of )x| = [lhcl (0] =
[CD(ulle)] = q)[(p‘lBrx) ]

2.17 Result: [(1yc © Dx]° = [Hpc (0] = [P (upx)]° =
P[(p252)°]

2.8 Fs-image of an Fs-subset under decreasing
Fs-function:

Let
(fy,f, ®)g: (B, B, B(Hyp, Hzp), L) —
(Cpc'(_:(hcl,uzc)'l‘c)

Let
D = (D1, D,D(p, Mop),Lp) EB =
(B:L'B!E(ulBl,uzB)!LB) then

(1) D, €B,, B&€D

(2) Lps<Lg

(3) (H1D1 < H1B1|D1: and p,p|B = ) or

Dx < Bx ,for each x€B
DEﬁne(flﬁ f} q))d(D) =F= (Flﬂ F; F(l"llFl! HZF)! LF))

where
(4) F, = f,(D,) ,F = f(D)
(5) Lg = dLp i
(6) Wg,: F; — Lg is defined by iy y = Cy A
(Vy=f1x q)llmlx)
X€D;

Uyp: F — Lg is defined by
W2eY = Ay=fx PlypX

xeD

F:F — Ly is defined by
Fy = (i, ) A (Hry)*

c
=CyA (Vy:flx ®u1D1x> A (Ay:fx CI>|,12Dx>

x€Dq x€D
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2.19 Result:(fy, f, ©)4(D) is an Fs-subset of
c=(C1,C,Clpsc, ac), Le)

Proof: Let(f, f, ®)4(D) = F =
(F.,F, F(HlFl, Mzr), Lg),where

(a) F, =f,(D,) F=f(D)

(b) Lg = ®Lp

We have to prove that pp, < ¢, and pyp = pyc

y=fix= (CD ° H1D1)x < (CD o plBl)x
< (H1c1 ° f1)x = WMy

~CyA (Vy=f1x ®p1D1x> S Ui,y e I

x€Dq
y=fx= (@op,p)x = (Popyp)x = (o Hx =
Hacy

C
=NAy=tx PlzpX = Hpcy = (Ay=fxq)H2Dx> < (Hpey )

xeD xeD

(I)and(1I) implies Cy A (Vy=f1x ®u1D1x> A

x€Dq

C
(/\y:fx d)uznx) < Mie, Y A (Macy )©

x€D
= Fy <Cy
2.20 Fs-image of an Fs-subset under preserving
Fs-function:

Let
(f,,f,®)p: (B, B, B(iyg, Mzp), Lg) —
(CpC’C(chl,llzc)'Lc)

Let
D = (D;,D,D(pp, Mop),Lp) EB =
(BlﬁB'E(ulBl,uzB)'LB) then

() D,SB,, BED

(h) Lps<Lg

@) (Mip, < Wg, D1, and ,p|B = ) or

Dx < Bx for each xeB
Deﬁne(fli fl q))l(D) = g = (G1P G; G(“-lGlﬁ HZG); LG):

where
(]) G, =f,(D,) ,G = f(D)
() Le = ®Ly
40 Hig,: Gy — Lg is defined by w6,y =
Vy:flx q)llmlx
x€Dq
Hag: G — Lg is defined by 6y = Ay=px Ppypx

xeD

G:G — Ly is defined by Gy = (py6,y) A (Moe¥)© =

c
(Vy=f1x ¢M1D1x> A (Ay=fx ‘Puznx>

x€Dq xeD
2.21 Result:(f;,f, @), (D) is an Fs-subset of

€=(Cy, €, Cic, Hac) L)
Proof: Let (f,, f, ®),(D) = G = (G4, G, G116, Mag), Lc)
3) G, =£f,(D))cC ,G=f(D)=2C
(4) Lg =®@Lp < L¢
We have to prove that 5, < ¢, and pyg = pye
y=fx=(do H1D1)x < (o U1B1)x = (Pl1c1 of) )x =
Hic,¥Y

IMREF Journals

- Vy:flx Cl)plDlx < Hic Y weeeeeeees (I)

x€Dq
y=fx = (Popyp)x = (Do pyp)x = (hyeo Dx =
HazcY

C
=Ny=tx PllapX = Hpcy = (Ay=fxq)H2Dx> < (Macy)©

xeD xX€D
(Dand(II) implies

c
(Vy=f1x q’lex) A (Ay=fx CDHZDx) <

x€Dq xeD
Mg YA (iaey )©
= Gy < Cy

IV. Properties of images of Fs-subsets

3.1 Proposition: For any pair of Fs-functions and for
HCB

(f,,f,®): (B, B, B(jy 5, 128), L) —
(Clr C' C(H1c1, uZC)! LC) and
(glr g l{J): (Clﬁ Cr C(H1c1, HZC)! LC) -
(D;,D,D(pyp, Map), Lp) the following are

true

(I) [(firf' ®), 0 (g1;g; l{J)*](g{) =
(glf g l.IJ)* [(fiﬂ f, CI))* (SI{)]) whenever
*=1jorp

(H) [(firf' q))d ° (g1;g; qj)d] (7{) =

(glr g qj)d [(fiﬁ f, q))d(}[)]
Proof:(I):Let¥= i .Then

LHSI[(fl,f, q))i ° (glr g! l'I'])l] (SLQ = [gl ° fl!g ° f,l{—’ °
Oli=6= (GpG,G(Hml' M), Lg) say
where

[1] G; = (g, f,)(H,) ,G = (ge H(H)

[2] Lg = (Wo @)Ly

(3] wig,: Gy — Lg is defined by

Hig,a = Va:(glofl)h(l’p ° q))ulth
heH,
Hyg: G — Lgis defined by pyga = Aagenn(W o

heH

D)ppzh

RHS: (glf g qj)i[(fir f, q))l(}[)] -

Let(fy, £, );(H) = K = (K3, K, (g, Mzx), L),
where

(4] Ky = £, (Hy) K = f(H)

[5] Lx = ®Ly

[6] Wi, : Ky — L is defined by

Vi=f;h Py, h
heH;
Uk K — Ly is defined by

HogK = Ak=m Pp,gh
heH

Now (glfg' l{’)i[(fl,f, q))l(j-[)] = (81;g; LIJ)I(?C) =M =
(M;, M, M(p 1, Hom), Ly ), where

[7IM; = g,(K,) = gl(fi(Hl)) =(gi°ofp)Hy) , M=
g(K) = g(f(H)) = (g= H(H)

[8] Ly = WLy = WLy = (¥ o ®)Ly

[1] and [7]

implyM; =G, andM =G ...... (D

Wik, K =
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[2] and [8] imply Ly = Lg ....... (1)
[9] Mim,: M; — Ly is defined by

Him, @ = Va=g,k LPPHKlk
KeK;

= Va:glk |:LIJ (Vk=f1h q)Phth)]

keK; heH,

= Va:gi(flh)(l’p ° q))ulth
heH;
Uom: M — Ly is defined by
Homa = Aa=g(i) i kK
keK

= Na=g0 [‘V (/\k=rh q)quh)]
keK heH

= Na=g(em) (¥ © @) h
heH

[3] and [9] imply pym, = pig, and oy = Hag

(I),(I1) and (1II) imply M = G
Hence
[(flﬁf’ q))i ° (glf g qj)l] (7{) =
(glﬁg' l{’)i[(fl,f, q))l(}[)]
For #= p the proof is obvious
Proof:(I): LHS:[(f}, f, ®)4 ° (g1, 8, ‘{J)d]_(.‘?’{) =
[g10of,g0fWo @]y =G = (Gy, G, Gpsc,, Hac), L)
say where
[1]Gy = (g, f)(HY),
G=(geN(H)
[12] Lg=Wed)Ly
[13] Wig,: Gy — Lg is defined by p,6,a = DaA

(Va:(glofl)h(qj o d) H1H1h>

heH;,
Hyg: G — Lg is defined

Hoga = Aa=(genn (¥ © @)p,ph

heH
RHS: (glﬁ g qj)d [(flﬁ f, q))d(}[)]
Let (flﬁf’ q))d(j'[) =K = (Klf K, K(Hml' uZK)' LK):
where
[14] K, = f;(H,) K= f(H)
[15] Lx = PLy _
[16] Wik, : Ky — L is defined by p;x k = Ck A

(Vk:flh <I>u1H1h>

heH,
Ukt K — L is define as pygk = Ak=m @u,5h
heH

Now(g,, g, qj)d[(fi’ f, q))d(}[)] = (g1, 8 ¥)a(X) =
M = (M, M,M(pyp,, Mo ), L) , where

[17] M, =g, (Ky) = gl(fl(Hl)) = (g of)HY) ,
M =g(K) = g(f(H)) = (g H(H)

[18] Ly = WLg = WLy = (¥ o ®)Ly

[11] and [17]

implyM; =G, andM =G ........ (V1)

[12] and [18] imply Ly; = Lg veveveeevrirvrreennn V)

It is sufficient to show that p;y, < p;¢, and

Hom = Hag
[19] Him,:M; — Ly is defined by
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Mim,@ = DaA (Va:glk Wu1K1k>

ek,
= ﬁa A Va:glkl‘p Ck (Vk=f1h q)Pl1H1h>
ek, heH,

For particular k € K,

Wik k= CkA (Vk:flh CDulth> < (Vk:flh d>u1H1h>

heH, heH,

=W¥| CkA (Vk=f1h d>u1H1h> <y (Vk:flh d>u1H1h>

heH, heHy
= YCkA (Vk:flh LPCDulth> < (Vk=f1h LPCDulth>
heH, heH,

<

= Va=g,k [LP(_Zk A (Vk:flh Yo u1H1h>

keKq heHy

Va=g,k (Vk:flh Yo M1H1h>

keK; \ heH,;

:ﬁa A Va:glk l.IJ (_:k (Vk=f1h q)Pl1H1h>

KkeK, heH,

< Daa <V3=(g1°f1)h(q’ ° ®)u1H1h>

heH,
= Wi, a = My, 2

Hom: M — Ly is defined by

Homa = Na=go PHoxk = Aa=g10 [ly (/\k:fh q)quh)] =
keK kek heH
/\a:g(ﬂl) (LIJ ° CD) HZHh
heH

[13] and [19] imply Him, < Mg, and py = Hag

(IV),(V) and (IV) imply M € G
Hence
[(fir f, q))d ° (81; g qj)d] (7{) =2
(glr g qj)d [(fiﬁ f, q))d (7{)]
3.2 Proposition: For any Fs-function
(fir f, CD): (Blﬁ B! E(le' HZB)! LB) -
(C.,C (_:(ulcl, lzc), Lc) and for any pair of
Fs-subsets
Hy = (H11'H1'H1(H1H11' |J-2H1)!LH1) and
H, = (H12!H2!H2(M1H12! MZHZ)!LHZ) of
B = (B,, B, B(yp, Myp), L) such that
H, € H,,
(fiﬂ f, q))*(}[l) c (fiﬂ f, CI))* (7{2)
holds whenever *=iordorp.
Proof: Let *= i. Then (f;, f, ®);(#;) € (f, f, ®);(H,)
Suppose
(fl,f, q))l(}[i) = gl =
(G11'G1' Gi(lvlmn' UzGl)Lcl) ,where
(@) Gyy = f;(Hyy) .Gy = f(Hy)
(b)Lg, = PLy,
(€) Hygy,:G1y — Lg, is defined by py,, 8 =
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Vg=t;h Py, h
heHy,
HaG,: Gy — Lg, is defined by pyg, = Ag=m @uzy,h
heH,

Again suppose Suppose (fy, f, ®);(H,) = G, =
(G12ﬁ GZP G2 (HlGlz; HZGZ)LGZ) where

(d) Gyz = f1(Hy3) ,Gy = f(Hy)

(e) Lg, = DLy,

(H HiG,,: G12 — Lg, is defined as ;5,8 =
Vg=f;h Plp,,h

heH,
HaG,: Gz — Lg, is defined by py6,8 = /\E:fh Dy, h
€H,

From definition of Fs-subsets H; S H, imply

(g) Hi; € Hyp = fi(Hyp) € £f,(Hyp) Hy 2 Hy =
f(Hy) 2 f(H,)

(h) LH1 < LH2 = CI)LH1 < CI)LH2

) Mg, < Himg, = Win 0 < g ,h =

Oy, h < dpyy h , foreachh € Hyy
SVgor,h Plin, 0 < Vaopn Py, ,h, foreach h € Hyy
Mo, = Mzh, = Hzu, D = pop,h = Pupy h > Oppy b,
for each h € H,
= NAg=ph Plioy, h = Agog, Puzy,h, foreach h € H,
(a),(d) and(g),

imply Gi; € Gy, Gy 2 Gy e, (1)
(b),(e) and (h) imply L, < Lg, ........ (I1)
(c),(f) and (i),

imply g, < Wiy, Hog, = Haog, ---(111)
(I),(I1) and (III) imply G, < G,
Hence (flﬁ f, q))l(}[l) c (fl,f, q))l(j'[z)
For #= p the proof is obvious
Let #*= d. Then (f,, f, @) 4(#,) < (f,f, ©)4(H,)
Suppose

(fl,f, q))d_(:}[l) = gl =

(G11’ Gy, G1(ll1611' HzGl)Lcl) where

() Gy1 = f(Hyy) .Gy = f(Hy)
(k) Lg, = @Ly,
) Mig,,:Gi1 — Lg, is defined by py,, g =
Cha (Vg=f1h Dy, h
heHq4
HaG,: Gy — Lg, is defined by pyg, = Ag=m @uzy,h
heH,

Again suppose
(f, £ P)g(H,) =G, =
(Gi2,G2, G, (Mlclz, MZGZ)LGZ) where

(m) Gip = f1(Hy2) .G, = f(Hy)
(n) Lg, = Bly,
(0) MiG,,: G2 — L, is defined by p;¢,,8 =
Cha (Vg=f1h Dpyy,,h
heHs,
M26,: Gz — Lg, is defined by py¢,8 = Ag=m PHp,h

heH,
H, € H, implies
(p) H;; €Hy, = f,(Hyy) € fi(Hy,) Hy 2 H, =
f(H,) 2 f(H,)

IMREF Journals

(@ Ly, < Ly, = Oy, < dly

(r) HiH,, = HaH,,

= Wn,, 0 < g, h

= Oy, h <Py h , foreachh € Hyy

=(Vget,n Piyn,, h)

< (ngflh CDulleh) , foreachh € Hy,

=Ch A (Vgep,n Piyp,, h)

< ChA (ngflh CDulleh), for each h € Hy;

Hon, = Mo, = HMam, D 2 Mop,h = Pppy h = O,y b,
for each h € H,

=Ng=th Plizp, h = Agep Plzy,h, foreach h € H,

(j),(m) and(p)

imply Gy; € Gy3, G; 2 Gy ....(IV)

(k),(n) and (q) imply Lg, < Lg,...(V)

(1),(0) and (r) imply

HiGy; S MiGy, Magy = Hag, e (VD)

(IV),(V) and (VI) imply G, € G,

Hence (fy, f, @)4(H,) € (f,,f, @), (H;)

3.4 Proposition: For any Fs-function
(fir f, CD): (Blﬁ B! E(le' HZB)! LB) -
(C1,C,Cyc, Mac), L) and for any pair of
Fs-
subsets; = (Hy;, Hy, H1(H1H11' HZHl)LHl)
and K, = (H12'H2' HZ(“:LHH! HZHZ)LHZ) of
B= (ByB;E(MBLHZB)'LB),
(flr f, q))*(sl{l U 7{2)
= (flr f, q))*(}[l) U (fiﬂ f, q))*(}[z)

holds, whenever *=iord or p, provided fis one-one

Proof: Let *= i. Then

LHS: (f,, f, @);(H; UH,)

Let H, UH, = X = (K;, K (i, Mok ), Lk ), where

(1] K; =H,; UH;, ,K=H,; nH,
(2] Lg = Ly, V Ly,
[3] Wik, : Ky — L is defined by px, x =

(H1H11 v H1H12)x
Wok: K — Ly is defined by poxx = poy, X A pay, X
Suppose (f;,f, @);(H, UH,) = (f,,f0)(K) =M =
(Ml, M, M(ulMl, HZM)! LM) , where

(4] M, =f,(Ky) =f(Hy; UHy,) = f5(Hy ) U
f1(Hyz),
M = f(K) = f(H; n Hy) = f(H,) nf(H;)
(5] Ly = @Lg = @(Ly, VLy,) = PLy, V Ly,
[6] Him,: My — Ly is defined as
Him, Y = Vy=rx Plyg, X
x€Kq

= Vy=f,x CD[(PHHM \4 |J-1H12)x]

x€Kq
:(V y:flx q)lJ.lH11>V V y:flx q)(ulanV

x€H{1—H1y x€H{1NHq,

Ivl1H12x) v (V y=fix CI)|,11H12>
X€H13—Hqq

Hom: M — Ly is defined as
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HomY = Ay=fx PlogX = A y=fx CD(HZHlx A HZHzx) =

x€eK x€H{NH,
du,x for fixed x€K as fis one-one.
RHS (flﬁ f, q))l(}[l) U (flﬁ f, q))l(j'[z)
Let(fl,f, q))l(}[l) = gl =
(G11' Gy, 61 (chn' HzGl)Lcl);Where

[7] Gyy = f1(Hyy), Gy = f(Hy)
(8] Lg, = PLy,
[o] Mgy, :Gi1 — Lg, is defined as MG, Y =
Vy=tix Plyp,, X
x€Hqq
HaG,: Gy — Lg, is defined as 6,y = Ay=fx Pupy, x =
x€H,
®,y, x for fixed x€H, (~f is one-one)
Again
Let(fl,f, q))l(j'[z) = gZ =
(GIZ' G2, G, (HlGlz' HZGZ)LGZ): where
[10] Gy, = f1(Hyp) , Gy = f(Hy)
[11] Lg, = @Ly,
[12] WiG,,: G12 — Lg, is defined as p;6,,y =
Vy=fx q’umux
x€H1,

HaG,: Gy — Lg, is defined as

Hog,Y = Ay=tx Py, x = Py, x for fixed
x€H,

x€H,(~f is one-one)

Suppose (fy, f, @);(H;) U_(fl,f, D), (H,) =G, UG, =
N = (le N' N(ulle HZN)' LN)'

Where

[13] N; =Gy UGy, =fi(Hy) U (Hpp) =
fl(Hll U HIZ)P

N =G, NG, = f(Hy) n f(H,) = f(H, N Hy)
[14] LN = LG1 v LG2 = CI)LH:l v cI)LH2
[15] Win,:N; — Ly is defined as p;y,y =

(Higy, V Mig,,)Y
Man:N — Ly is defined as pony = Wa6, ¥ A Hoc, Y
Clearly,(4) and(13)implyM; = N;,M = N
(5) and (14) implyLy = Ly
Sufficient to show that
Mam, = Hings Hom = Hon
Now, iy, ¥ = (llmn \4 llmlz)y’ yeN; =fi(Hy) v
fi(Hyp) = fi(Hy; UH)
Let X, = {x € H;; UHy,|fix =y} =A;, UB, UC,,

where
A, ={x €H;; —Hp,lfix=y},By ={x EH;; N
Hy,|fx =y}

Ay = {x € Hy, —Hylfix =y}
Case(1): yef; (Hy1) N f;(Hyp) = Win, Y = WG, Y V
HiG,,Y =

(Vy:flx q)lllan) \ (Vy:flx CDLHHHX)

x€H1q x€H1,

SN Y = Vy=f1x q)ulHn v Vyzfixq)(ulan v
XEAy x€By
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H1H12x)l v (Vy=f1x cI)H1H12>

x€Cy

Clearly pyy,y = Win, ¥
Case(2):yef; (Hy;) — f;(Hy,) ;theny =fix,x €A, x &

B,uC,
= WN,Y = um, Y = (V y=f1x cI)H1H11>
X€H11—Hyp
Observe that, pyy, ¥y =V y=f,x CIDu1H11>
x€H{1—Hq,

- MM, Y = Han Y

Case(3): yef; (H;,) — f;(Hy,) as in case(2) we
getlipm, Y = N, Y

HonY = Han, Y A lon, Y, Y € N = f(H; N Hy)

=</\ y=fx q)u2H1x>
x€H{NH,

A</\ y=fx q)u2H2x>

x€H{NH,
=N y=ix CID(uZHle uZHzx) = O, kx for fixed xEK
x€H{NH,
as f'is one-one.
“ Hom = HzN
Let *= d. Then
LHS: (f}, f, @) 4 (3, U H;)
Let H, UH, = X = (K;, K K(uk,, Mok ), L), where

(a) K; =H,; UH;, ,K=H; nH,
(b) Lg = Ly, V Ly,
(c) Wik, : Ky — L is defined as p;x, x =

(H1H11 \4 H1H12)x
Wok: K — Ly is defined as ppxx = ppy, X A ppp,x
Suppose (f;,f, @) q(FH, UH,) = (£, £, 2) () =M =
(Ml, M, M(ulMl, HZM)! LM) , where

(d) M, =f,(Ky) =f;(Hy; UHy,) = f(Hy ) U

f1(Hyp),
M = f(K) = f(H; n Hy) = f(H,) nf(H,)
(e) Ly = @Lg = @(Ly, VLy,) = PLy, V Ly,
(H Him,: My — Ly is defined as
Mim, Y = Cy A (Vy=f1x q>u1K1x> =

x€Kq
(_:y/\ Vy:f1x q){(ulHn v |‘J‘1H12)x}]
x€Kq
=Cy A (V y=f,x q)u1H11> VIV y=fix q)(llianV
x€H{1—Hq, x€H{1NHq,
H1H12x)] \4 (V y=f1x q)llmlz)
x€H 5—H1q

Hom: M — Ly is defined as

HomX = Ay=fx PlogX = A y=fx CD(HZHle HZHzx) =
xeK x€H{NH,

@p,kx for fixed x€K as fis one-one.

RHS: (fy, f, @) 4 (31) U (f, £, @) (H>)
LEt(flﬁfﬁ q))d(sl{l) = gl =
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(G11,G1, Gy (Hl(;n, Hz(;l)L(;l),WheI‘e

(g) Gy = f1(Hy1), Gy = f(Hy)
(h) Lg, = PLy,
(1) WiG,,: Gi1 — Lg, is defined as p;6,, ¥ =

Cy Al Vy=r,x Ppyp, X

x€Hqq
Hag,: Gy — Lg, is defined as p,6,y = Ay=fx Ploy,x =
x€H,

®,y, x for fixed x€H, (~f is one-one)
Again

Let(fl,f, q))d(}[z) = gZ =

(GIZ' Gy, Gz (HlGlz' HZGZ)LGZ): where
() Gy, = f1(Hyz) , Gy = f(Hy)
(k) Lg, = DLy,
M HiG,,: Gi2 — Lg, is defined as p;6,,y =

Cy Al Vy=r,x Ppyp,, X
x€H1,
Hog,: G2 — Lg, is defined as ¢,y =
Ay=tx Plyy, X = Pp,y, x for fixed x€H, (~f
x€H,
is one-one)
Suppose (fy, f, @) 4(H;) Li(fpf' D)g(H;) =G, UG, =
N = (le N' N(ulle HZN)' LN)'
Where
(m) Ny =Gy UGy = f;(Hy)) U (Hyp) =
fy(Hy; UHyp), N = Gy NG, = f(Hy) Nnf(H,)
= f(H, n H,)
(Il) LN = LG1VLG2 = CDLHlchLHZ
(0) Win,:N; — Ly is defined as pyy,y =
(Higy, V Mig,,)Y
Won: N — Ly is defined as pny = pon, ¥ A
Hon, Y
Clearly,(d) and (m)implyM,; = N;,M = N
(e) and (n) implyLy = Ly
Sufficient to show that
Him; = Hings Hom = Hon
NOW’PHle = (llmn \4 llmlz)y’ yeN; =f;(Hy) U
fi(Hyp) = fi(Hy; UH)
Let X, = {x € H;; UHy,|fix =y} =A, UB, UC,,

where
Ay ={x€H;; —Hyplfix =y},B, ={x EH; N
Hy,|fix =y}

Ay = {x € Hy, —Hylfix =y}
Case(1): yef; (Hy1) N f;(Hyp) = Win, Y = Wig,, Y V

HiG,,Y
=|CyA (Vy=f1x CDulan> Vv |CyA (Vy=f1x q’ulHux)]
x€H{4 x€Hy;

=CyA (Vy=f1x d)ulan> v (Vy=f1x q’umux)

x€Hqq x€Hq,

AN,y =Cy A (Vy=f1x q’ulHu) v [Vy=f1x D (g, XV

X€Ay X€EBy

IMREF Journals

H1H12x)l v (Vy=f1x cI)H1H12>

x€Cy

Clearly pyy,y = Win, ¥
Case(2):yef; (Hy;) — f;(Hy,) ;theny =fix,x €A, x &

B, UC,
= N, Y = Ham, Y = Cy A (V y=f,x <I>u1Hn>
x€H{1—H1y
Observe that, pi;,y = Cy A (V y=f,x CIDu1H11>
x€H{1—H1y

- MM, Y = Han Y

Case(3): yef; (H;,) — f;(Hy,) as in case(2) we
getlipm, Y = N, Y

HonY = Mo, Y A Hon,Ys

y €N = f(H; N H,)

=lA y=fx
x€H{NH,

A</\ y=fx q)u2H2x>

x€H{NH,

= [/\ y=fx q)(uZHle HZHZ'X)]

x€H{NH,
= CD(uZHle Hszx) = Dp,ix for fixedx € K

Dpyy, x

© Ham = Han
3.5 Proposition: For any Fs-function
(fir f, CD): (Blﬁ B! E(le' HZB)! LB) -
(C.,C (_Z(ulcl, Wzc), Lc) and for any pair of
Fs-
subsets?H; = (H;y,H;, Hl(ulHn, uZHl)LHl)
and K, = (H12' H,, H, (H1H12' HZHZ)LHZ) of
B= (B1'B'B(H1B1,H2B)'LB),
(flﬁ f, q))*(sl{l n 7{2) c (fiﬂ f, CI))* (7{1) n
(f,, f, @), (H,),holds, whenever *=
iordorp
The proof follows from the relevant definitions.
3.6 Proposition: For any Fs-function
(fif f, CD): (Blﬁ B! E(le' HZB)! LB) -
(C.,C (_:(ulcl, lzc), Lc) and for any pair of
Fs-
subsets?; = (H;y,H;, Hl(ulHn, qul)LHl)
and K, = (H12' Hy, Hz(llmlz' HZHZ)LHZ) of
B= (B1'B'B(H1B1,H2B)'LB)’
(f1' f, CD)*(SLQ n 7{2) = (fp f, CD)*(SLQ) n
(f,, f, @), (H,),holds, whenever *=
iordorp. . Provided f,is bijective and ® is
injective
The proof follows from the relevant definitions.
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